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Nature of Base Stacking: Reference Quantum-Chemical Stacking Energies
in Ten Unique B-DNA Base-Pair Steps

Jiř- Šponer,*[a] Petr Jurečka,[a, b] Ivan Marchan,[c, d] F. Javier Luque,[e]
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Introduction

Stacking of nucleobases is a key interaction in nucleic acids
(NAs) that modulates their structure, stability, dynamics, se-
quence-dependent properties, and folding.[1–25] Thus, base-
stacking forces and their role in nucleic acids were studied
by techniques ranging from solution thermodynamic experi-
ments to gas-phase quantum-chemical investigations.

The stacking phenomenon is more complex than often as-
sumed. On the one hand, we can describe base stacking
using the intrinsic (gas-phase) interaction energies, which re-
flect the direct forces between the stacked bases. On the
other hand, stacking can be characterized by thermodynam-
ic parameters in solution experiments and considering vari-
ous types of nucleic acids. The intrinsic stacking energies do
not directly correlate with the thermodynamic measure-
ments, as the outcomes of the experiments are affected by
many other contributions, mainly solvation effects. Thus,
thermodynamic data cannot be unambiguously derived from
direct base-stacking interactions, and vice versa. A proper
description of the intrinsic interactions nevertheless helps to
understand the basic principles governing formation of
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three-dimensional NA architectures and is of key impor-
tance in all molecular-modeling approaches in which the in-
trinsic energy terms appear explicitly. Distinct experiments
may actually indicate different stacking stabilities and
nature of base-stacking forces, because the interplay be-
tween the intrinsic terms (i.e. , direct base–base-stacking
forces) and all other contributions may vary depending on
the type of nucleic acid structure and type of measure-
ment.[8,20, 22,23] In some cases, a given interaction may stabi-
lize one type of nucleic acid architecture while at the same
time it destabilizes another, as is the case for stacking be-
tween protonated cytosines in i-DNA and DNA triplex-
es.[22, 23] The intrinsic stacking energy is best described by ab
initio quantum chemical (QM) theory, which allows reliable
energies to be assigned to any base–base configuration.[18,22]

Calculations, however, should be performed at an adequate
level of theory. For example, density functional, Hartree–
Fock, and semiempirical methods fail for base stacking due
to their inability to properly capture dispersion effects.[18, 25]

Reference QM base-stacking energies were obtained
around a decade ago[26] by using medium-quality second-
order Møller–Plesset (MP2) method and the 6-31G*(0.25)
diffuse-polarized basis set of atomic orbitals.[27] Such MP2/6-
31G*(0.25), or closely related, calculations were carried out
for a wide range of configurations of stacked nucleobase di-
mers,[18–20,21a,b,22,26, 28] base–intercalator complexes,[29, 30] and
other aromatic stacking interactions of biological or chemi-
cal interest.[31–36] The studies demonstrated that aromatic
stacking can be rather well described as a combination of
three contributions: short-range exchange repulsion, disper-
sion attraction, and electrostatic forces. Other hypothetical
contributions were ruled out.[26]

Recent developments in computer hardware and software
enable major improvements in calculations of aromatic
stacking.[37–40] Stabilization energies can be evaluated to the
complete basis set (CBS) limit with the MP2 method. The
CBS limit is obtained by extrapolation from series of MP2
calculations with large basis sets of atomic orbitals.[41,42] The
standard MP2 method is usually substituted by the resolu-
tion-of-identity MP2 (RI-MP2) technique,[43–45] which pro-
vides essentially identical energies and is quite inexpen-
sive.[46] Higher order contributions to the electron correla-
tion are included by using the coupled-cluster method with
noniterative evaluation of the triple electron excitations, ab-
breviated as CCSD(T). The higher order electron-correla-
tion contributions are typically repulsive for all aromatic
stacked clusters.[47] The final stacking energies can be denot-
ed as CBS(T). Recent analysis of the potential energy sur-
face of stacked cytosine dimer revealed that the difference
between the CBS(T) values and the MP2/6-31G*(0.25)
values varies from +0.3 to �2.1 kcalmol�1 for the range of
stacking energies between +2.5 and �10 kcalmol�1.[40]

Here we present CBS(T) stacking energies for all ten
unique B-DNA base pair steps. We evaluate almost 100 in-
dividual base–base geometries and thus extending the avail-
able literature data substantially. Furthermore, our analysis
includes the many-body contribution (nonadditivity of stack-

ing) and estimates of solvent effects. New reference values
are compared with results from empirical force-field calcula-
tions to highlight the nature of base stacking and to estimate
the accuracy of force fields used for molecular modeling.

Methods

Selection of geometries : All ten unique combinations of B-
DNA base pair steps were considered: 5’-AA-3’(5’-TT-3’),
AT(AT), TA(TA), GG(CC), GC(GC), CG(CG), GA(TC),
AG(CT), TG(CA) and GT(AC) (A=adenine, C=cytosine,
G=guanine, T= thymine; Figure 1).

A rather straightforward way to select geometries would
be to use oligonucleotide X-ray structures. However, direct
use of experimental data can introduce bias into the energy
calculations. Due to the nonlinear dependence of energy on
interatomic distances, a rather modest structural error in ex-
perimental interbase positions (typically close interatomic
contacts) may cause major bias in energy calculations.[13]

Thus, we construct idealized base-pair steps (stacking of two
consecutive base pairs) with QM-optimized geometries of
base pairs. An appropriate force field (known from previous
studies to reliably estimate stacking energy profiles) is used
to map the potential energy surface.[13,16] The QM energies
are then evaluated for carefully selected and well-defined
geometries. The CG and AT H-bonded base pairs were opti-
mized at the HF/6-31G** level, with hydrogen atoms cap-
ping the N1 pyrimidine and N9 purine positions. The long
base-pair axis is defined by C8 of purine and C6 of pyrimi-
dine in the optimized base pair. (C6–C8 axis is a common
reference axis; note that the exact position of the C6–C8
axis with respect to the other atoms depends on the refer-
ence base-pair geometry.)

Initially, the two base pairs are positioned in the xy plane
with the long base-pair axes and their geometrical centers

Figure 1. B-DNA base stacking (helical twist 368) in purine–purine GG
(=pyrimidine–pyrimidine CC) step (top left), purine–pyrimidine GC step
(top right), and pyrimidine–purine CG step (bottom).
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coincident (Figure 2). Propeller twist is introduced as a
counterrotation of the two bases in the base pairs along the
C6–C8 axes (Figure 3). Both base pairs have equal propeller

twist, which is negative in B-DNA.[9,15,48] Then helical twist
is introduced as an in-plane rotation of the upper base pair
in the step along its long-axis center in the right-handed
sense (Figure 1). Rotational matrices for propeller and heli-
cal twist are independent, and the outcome does not depend
on the order of the rotations. Finally, vertical separation is
introduced by shifting the upper base pair in the vertical (z)
direction. It is numerically described by rise, here defined as
the vertical distance between the original centers of the C6–
C8 axes around which all rotations are specified and which
are fixed when rotations are applied.

We consider helical twist, propeller twist, and rise as the
most important parameters for our study. Description of ir-
regular B-DNA helices would require a wide range of addi-
tional parameters (buckle, shear, shift, slide, roll,
etc.).[9–15,48,49] These parameters are often interdependent,
and the outcome of structure calculation depends on the
order in which rotational matrices are applied, choice of ref-

erence frames, and so on. Further explanation is beyond the
scope of this paper and the reader is referred to specialized
literature.[48] Here, ambiguity is reduced as we vary only a
limited number of parameters; all geometries are listed in
the Supporting Information.

Optimization of vertical separation and rise : The vertical
separation between consecutive base pairs in DNA mole-
cules is always optimized.[13] Any vertical compression or ex-
tension of the largely flat base pairs is associated with sub-
stantial energy penalty. Thus, the vertical distance must be
reoptimized after all other parameters are set up. The effec-
tive physical distance between base pairs is always around
3.3–3.4 9, irrespective of the DNA form. (The base pair dis-
tance in A-DNA along the global helical axis is smaller due
to inclination of the base pairs, but the inter-base-pair sepa-
ration remains 3.3–3.4 9 in the local coordinate frame.[13,48])
Note that vertical separation and rise are not the same. By
vertical separation we mean the actual physical contact be-
tween the base pairs due to the balance of dispersion attrac-
tion and short-range repulsion.[13] Rise is an associated geo-
metrical parameter that can be defined, for example, as ver-
tical intrastrand distance between the C1’ atoms in either
local or global coordinate frame, by the vertical distance of
centers of the C6–C8 axes, and so on. Depending on defini-
tion, computer programs may provide different numerical
values of rise for identical geometries. For example, the base
pairs can be buckled (counterrotation of bases around short
base-pair axis that is perpendicular to the C6–C8 axis) in
the opposite sense (nonzero cup; Figure 4).[14,48,49] Then, for

example, the base-pair centers may be buckled away from
each other while the base pair ends are clamped together
(positive cup), or vice versa (negative cup; Figure 4). The
numerical value of rise then depends on the exact location

Figure 2. Watson–Crick AT (top) and GC base pairs, with their long (C8–
C6) and short axes indicated.

Figure 3. Base-pair propeller twisting (exaggerated).

Figure 4. a) Base-pair buckle, i.e., counterrotation of the base pairs along
the short base-pair axis. b) Positive cup (difference in buckling) separates
the base pair centers (where steric clashes due to propeller twist may
occur) and clamps together the base pair ends. c) Negative cup. d) Base-
pair roll opens the minor groove and eliminates minor-groove clashes.
All maneuvers are shown for CG step and are exaggerated to better illus-
trate the movements.[9–15, 48, 49]
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J. Šponer et al.

www.chemeurj.org


of the points defining rise and how they move when rota-
tions of bases are applied. In this paper, rise is defined in
terms of the vertical distance of the original C6–C8 axis cen-
ters around which all rotations are defined. Thus, optimized
rise would systematically increase and decrease for positive
and negative cup, respectively, and is not systematically af-
fected by helical twist and propeller twist.

Interaction (stacking) energy : The interaction energy DEA//C

of a stacked dimer A//C (// denotes stacking) is defined as
the electronic energy difference between the dimer (EA//C)
and the isolated monomers (EA, EC), corrected for basis set
superposition error [Eq. (1)].[50] As we use rigid monomers,
deformation energy is not applicable.

DE A==C ¼ E A==C � ðE A þ E CÞ ð1Þ

When the studied systems consist of two stacked base
pairs AB and CD, the total stacking energy DEAB//CD can be
expressed as a difference in electronic energy of the com-
plex and the base pairs [Eq. (2)]

DE AB==CD ¼ E AB==CD � ðE AB þ E CDÞ ð2Þ

or by means of four pairwise dimer interaction energies and
the four-body term DE 4 [Eq. (3)].

DEAB==CD ¼ DE A==C þ DE A==D þ DE B==C þ DE B==D þ DE 4

ð3Þ

We do not include the two horizontal H-bonding energies
(A···B and C···D contributions). Stability of H-bonded base
pairs was studied elsewhere.[51,52] Analysis of planar base
pairs would require additional in-plane geometry adjust-
ments and thus complicate the stacking analysis.

Complete basis set limit of the MP2 stabilization (interac-
tion) energies : The RI-MP2 calculations were performed
with aug-cc-pVDZ and aug-cc-pVTZ basis sets of atomic or-
bitals. Several robust extrapolation schemes have been sug-
gested in the literature.[41,42] In the present paper we used
two methods. First, we applied schemes of Helgaker et al.
[Eq. (4)][41]

EHF
X ¼ EHF

CBS þAe�aX and E corr
X ¼ E corr

CBS þ BX�3 ð4Þ

where EX and ECBS are energies for the basis set with the
largest angular momentum X and for the complete basis set,
respectively, and a is a parameter fitted by the authors.[41]

More details can be found in our previous papers.[39,40, 51]

Key calculations were also repeated with the Truhlar extrap-
olation scheme.[42] The method of Helgaker et al. is likely
more conservative and is available also for basis sets larger
than aug-cc-pVTZ, while TruhlarVs scheme for VTZ-quality
basis set is closer to the CBS limit.[51]

Correction for higher order correlation effects : The differ-
ence between CCSD(T) and MP2 interaction energies

(DECCSD(T)�DEMP2) exhibits only a small basis-set depend-
ence. Therefore, we utilized the 6-31G*(0.25) basis set to ap-
proximate the CBS CCSD(T) interaction energy [Eq. (5)].

DECCSDðTÞ
CBS ¼ DEMP2

CBS þ ðDE CCSDðTÞ � DEMP2Þj6-31G*ð0:25Þ ð5Þ

All pairwise base–base terms are characterized at the
DECCSDðTÞ

CBS level, while the DEAB//CD calculations to determine
the four-body corrections DE 4 are done at the RI-MP2/aug-
cc-pVDZ level.

Empirical potential calculations : The force field consisted of
a van der Waals term taken from the force field of Cornell
et al. (AMBER)[53] and the Coulombic term with atom-cen-
tered point charges. To improve the agreement between
QM and force-field calculations, the radius of the methyl hy-
drogen atoms of thymine was reduced to 1.087 9, that is, by
0.4 9.[54] The standard value caused premature clashes in
steps in which the methyl group contacts another base on
propeller twisting, that is, the original hydrogen atoms ap-
peared oversized. This adjustment is needed solely for our
analysis and we do not suggest it for DNA simulations, since
it could cause some other imbalances of the force field. The
impact of oversized methyl hydrogen atoms is assumed to
be rather small in simulations. DNA is very flexible and can
avoid these clashes by subtle adjustments of many other pa-
rameters, in contrast to our conformational scans. The
charges were derived by using the electrostatic potential
(ESP) fitting for the monomers at the MP2/aug-cc-pVDZ
level. The potential is thus very similar to AMBER, except
that AMBER for condensed-phase simulations has charges
derived at the HF level to implicitly account for polariza-
tion. The MP2 charges allow direct comparison with QM
data.[26]

Solvation calculations : Solvent effects were determined as
the loss of solvation free energy in an imaginary process in
which two fully solvated bases or base pairs assemble into a
given conformation (that used in the gas-phase studies) in a
fully solvated stacked base dimer (two bases, see below) or
stacked base-pair step (four bases). Thus, the solvent effect
on nucleobase stacking is computed as the difference in sol-
vation free energy between the stacked dimer and the isolat-
ed bases. Similarly, the solvent effect on base-pair stacking
is determined as the difference in solvation free energy be-
tween the stacked tetramer and the isolated H-bonded
pairs. Solvation free energies were determined at the MST/
HF/6-31G(d) and MST/B3LYP/6-31G(d) levels.[55–57] Electro-
static and nonelectrostatic terms were considered to evalu-
ate the solvation free energy. The electrostatic contribu-
tion was determined by using the integral equation formal-
ism.[58–60] In the MST model, the nonelectrostatic com-
ponents include two terms, the cavitation and van der Waals
contributions. Cavitation was determined by using the
Claverie–Pierotti formalism, and the van der Waals term
was computed by using a linear relationship for the solvent-
exposed surface with the atomic tensions obtained by fitting
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the experimental solvation free energies (see refs. [55–57]
for details). In particular, calculations were carried out in
four different solvents (water, octanol, carbon tetrachloride,
and chloroform) for which MST parameters are avail-
able.[61–63] Calculations were carried out with considera-
tion of gas-phase optimized geometries. All computations
were performed with a locally modified version of
Gaussian03.[64]

Abbreviations : SV, aDZ, and aTZ stand for the RI-MP2 (or
MP2) interaction energies evaluated with the 6-31G*(0.25),
aug-cc-pVDZ, and aug-cc-pVTZ basis sets, respectively.
CBS is the MP2 basis set limit, D(T) is difference between
CCSD(T) and MP2 data evalu-
ated with the 6-31G*(0.25)
basis set, SV(T) the CCSD(T)/
6-31G*(0.25) interaction
energy, and CBS(T) the final
CBS estimate after the
CCSD(T) correction [Eq. (5)].
The stacking geometries are ab-
breviated in the following way:
XY means base pair step
(stacking of two base pairs) 5’-
XY-3’ while X//Y means stack-
ing of two bases X and Y. In
some cases, the geometry of the
base pair step is specified by
the abbreviation XYa/b which
means 5’-XY-3’ base pair step
with propeller twist a and rise
b. Thus, abbreviation CG0/3.19
means 5’-CG-3’ step with propeller twist 0 and rise 3.19 9.
Finally, “s” and “is” indicate intra- and interstrand stacking.

Results and Discussion

Helical twist : Table 1 shows that the variation in stacking
energy is only modest in the helical twist range 30–428.[65]

The weak energy dependence reflects mutual compensation
of inter- and intrastrand stacking on changing the helical
twist. Thus, we restricted the QM analysis to a helical twist
of 368.

Propeller twist and vertical separation : Propeller twist im-
proves intrastrand stacking but can lead to steric clashes.
Table S1 (Supporting Information) lists empirical potential
stacking energies for propeller twists in the range of 0–308.
Vertical separation was optimized (see Methods Section for
definition) for each value of propeller twist. Propeller twist
introduces notable changes in the stacking energy in several
steps. Table 2 summarizes optimal classical (force-field)
energy (decomposed into van der Waals and electrostatic
components), optimal rise, propeller twist, and the gain in
stability due to optimization of propeller twist. Propeller
twist improves intrastrand stacking and also leads to steric

interstrand minor-groove clashes, mainly in pyrimidine–
purine steps.[9–16] The largest energy gain due to propeller
twist is found in the AA(TT) step. The significant intrinsic
tendency of the AA step to be propeller-twisted is one of
the main contributions to the unique properties of A-tracts
(B-DNA stretches with several consecutive adenines in one
strand).[66–73] Note (see Table S1, Supporting Information)
that when propeller twist goes from 0 to optimum 208, the
vertical distance (rise) between the base pairs is reduced by
0.2 9, reflecting the actual compaction of the AA step (see
Methods Section). Calculations with fixed rise would miss
the energy gain due to propeller twist.

The AT base-pair step also exhibits substantial propeller
twisting. On the other hand the CG step (Supporting Infor-
mation) shows steep deterioration of stacking with increas-
ing propeller twist due to mutual steric clashes between the
N2 amino groups and N3 atoms of the two symmetrically
oriented guanines (Figure 1 bottom).[9,74] This clash can be
eliminated by a number of other conformational parameters.
Among them, positive cup (difference of buckles separating
the base pair centers, Figure 4b)[14,74] and roll (local bending
to the major groove alleviates minor groove clash, Fig-
ure 4d)[9,14,74] are the most efficient, together with base-pair
stagger (effectively shifting the propeller axis to the minor
groove).[14] The rather weak stacking in the GG(CC) step is

Table 1. Dependence of intrinsic stacking energy (force field estimate [k-
calmol�1]) for ten unique B-DNA base-pair steps for assumed propeller
twist of 08 and rise of 3.36 9.

Base-pair step Helical twist 308 Helical twist 368 Helical twist 428

AA �14.74 �15.01 �14.91
AT �15.15 �14.78 �14.63
TA �14.56 �14.67 �14.41
GG �13.09 �13.57 �13.73
GC �16.56 �16.12 �15.53
CG �16.39 �16.41 �16.05
GA �14.19 �14.29 �14.09
AG �14.54 �14.65 �14.60
TG �15.70 �15.81 �15.55
GT �15.16 �14.98 �14.86

Table 2. Intrinsic stacking energy (force field estimate [kcalmol�1]) for ten unique base pair steps, assuming
optimized propeller twist [8] and rise [9].

Base-pair
step

Stacking
energy

vdW
energy

Electrostatic
energy

Propeller
twist

Rise[a] Energy gain due
to propeller

twist[b]

AA �16.54 �16.64 +0.10 20 3.15 �1.52
AT �15.85 �17.82 +2.23 14 3.22 �0.68
TA �14.80 �15.73 +0.93 6 3.25 �0.08
GG �13.98 �17.37 +3.39 6 3.30 �0.30
GC �16.12 �17.53 +1.41 0 3.35 –
CG �16.58 �16.46 �0.12 0 3.29 –
GA �14.29 �16.29 +2.00 0 3.36 –
AG �15.25 �17.15 +1.90 8 3.28 �0.68
TG �16.02 �15.92 �0.10 2 3.28 �0.02
GT �15.09 �17.65 +2.56 6 3.29 �0.10

[a] Defined as vertical distance between the original C6–C8 axes centers around which all rotations are de-
fined (see Methods Section). [b] Energy difference between structures with optimal and 08 propeller twist,
both with optimized vertical separations.
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caused by unfavorable electro-
static energy between the gua-
nines and cytosines in the
strands.[19,70]

Reference ab initio calcula-
tions : Table 3 lists the main
part of the QM data. The ab
initio calculations were carried
out either for the optimal force-
field geometry or for a geome-
try that is close to the force-
field minimum (two-dimension-
al search; helical twist 368, rise
and propeller twist varied).
Since the force field and QM
potential energy surfaces are
not identical, we sometimes
slightly further adjusted the ge-
ometry, partly based on prelimi-
nary MP2/6-31G*(0.25) data
(not shown). All geometries are
nevertheless sufficiently close
to the minimum, since the po-
tential energy surface is flat
around the minima. When the
force field predicted a marked
propeller twist, the calculations
were carried out for propeller-
twisted structures (Supporting
Information). The remaining
steps with small propeller twist
were considered with flat base
pairs, while flat and propeller
twisted geometries were evalu-
ated for the AA step. Rise was
taken either as the optimum
force-field value (Table 2) or
was reduced by up to 0.1 9.
The reason is that the ab initio
data usually predict slightly re-
duced vertical distance of
stacked bases compared with
the force field (see below).
Both the optimal force-field
rise and its reduced value are
entirely suitable for the refer-
ence calculation. Our set of ge-
ometries partly reflects the in-
terplay between stacking and local variations and is thus su-
perior to using uniform geometries.[19]

The first five columns of Table 3 contain aug-cc-pVDZ,
aug-cc-pVTZ, and extrapolated values of the MP2 stacking
energies, followed by the higher order electron correlation
correction and the final stacking energy CBS(T) (sum of
columns 3 and 4). Note that the extrapolations of Helgaker
et al. and Truhlar provide essentially identical results. The

last two columns present the empirical potential values and
their van der Waals (vdW) component. In the abbreviation
of the step, the first number is the propeller twist and the
second number the rise (see Methods Section for all abbre-
viations). Note that steps with twofold symmetry have two
equivalent intrastrand stacking contributions.

The individual intrastrand stacking contributions are in
the range of �10.8 (GC step) to �1.6 kcalmol�1 (C//C stack

Table 3. Individual interaction energy terms in the ten unique base-pair steps [kcalmol�1].[a]

Base-pair step and
individual base-base terms

aDZ aTZ CBS[b] D(T) CBS(T) Epot EvdW

GC0/3.25[a]

G//Cs �11.21 �11.93 �12.22 (�12.39) 1.42 �10.80 �10.12 �6.92
C//Cis 2.89 2.88 2.87 (2.87) 0.22 3.09 2.93 �0.61
G//Gis 1.48 1.35 1.29 (1.24) 0.63 1.93 1.71 �2.82
CG0/3.19
G//Cs �8.05 �8.43 �8.57 (�8.62) 0.69 �7.88 �6.60 �5.43
G//Gis �4.03 �4.56 �4.79 (�4.94) 0.88 �3.91 �4.11 �4.50
C//Cis 1.16 1.12 1.10 (1.08) 0.14 1.24 1.04 �0.82
GG0/3.36
G//Gs �4.90 �5.42 �5.64 (�5.77) 2.10 �3.54 �4.31 �8.49
C//Cs �2.13 �2.52 �2.67 (�2.76) 1.05 �1.62 �1.73 �5.30
C//Gis �3.41 �3.54 �3.59 (�3.61) �0.10 �3.68 �3.39 �1.91
G//Cis �4.64 �4.68 �4.70 (�4.70) �0.12 �4.82 �4.4 �1.21
GA10/3.15
A//Gs �10.51 �11.29 �11.60 (�11.79) 2.47 �9.14 �8.94 �7.87
T//Cs �5.06 �5.55 �5.75 (�5.87) 1.05 �4.69 �5.15 �5.65
A//Cis �0.18 �0.27 �0.31 (�0.33) 0.00 �0.31 �0.09 �1.81
T//Gis 0.49 0.41 0.38 (0.36) 0.19 0.58 0.46 �1.37
AG08/3.19
A//Gs �8.87 �9.30 �9.46 (�9.55) 1.89 �7.58 �7.44 �7.55
T//Cs �6.22 �6.64 �6.81 (�6.90) 0.73 �6.07 �6.23 �5.95
T//Gis �0.19 �0.45 �0.56 (�0.63) 0.09 �0.47 �0.84 �2.01
A//Cis �0.11 �0.21 �0.26 (�0.29) 0.08 �0.18 �0.41 �1.39
TG0/3.19
T//Gs �5.92 �6.34 �6.50 (�6.59) 0.83 �5.67 �5.68 �5.58
A//Cs �5.46 �5.94 �6.12 (�6.21) 1.16 �4.96 �4.37 �5.31
A//Gis �4.32 �4.72 �4.88 (�4.99) 0.66 �4.22 �4.45 �3.93
T//Cis �1.12 �1.14 �1.15 (�1.16) 0.00 �1.15 �1.17 �0.66
GT10/3.15
T//Gs �5.62 �6.42 �6.74 (�6.94) 1.78 �4.96 �5.80 �7.82
A//Cs �6.26 �6.84 �7.07 (�7.21) 1.63 �5.44 �5.05 �6.56
T//Cis 0.22 0.21 0.20 (0.20) 0.10 0.30 0.21 �0.62
A//Gis �3.99 �4.20 �4.29 (�4.34) 0.23 �4.06 �3.97 �2.50
AT10/3.26
A//Ts �7.39 �7.99 �8.24 (�8.39) 1.60 �6.64 �7.42 �7.43
T//Tis 0.8 0.75 0.73 (0.72) 0.16 0.88 0.40 �1.04
A//Ais �0.87 �1.01 �1.07 (�1.12) 0.15 �0.92 �1.18 �1.81
TA08/3.16
A//Ts �6.47 �6.91 �7.09 (�7.19) 1.02 �6.07 �6.72 �6.04
A//Ais �1.87 �2.24 �2.40 (�2.50) 0.85 �1.55 �1.24 �2.50
T//Tis 0.60 0.58 0.57 (0.56) 0.14 0.70 0.48 �0.68
AA0/3.24
A//As �7.74 �8.35 �8.59 (�8.74) 2.34 �6.25 �6.0 �6.53
T//Ts �4.13 �4.85 �5.15 (�5.32) 1.29 �3.86 �5.04 �5.58
A//Tis �1.71 �1.75 �1.77 (�1.79) 0.07 �1.71 �2.11 �1.83
T//Ais �1.31 �1.37 �1.39 (�1.40) 0.09 �1.30 �1.62 �1.43
AA20/3.05
A//As �7.66 �8.33 �8.60 (�8.76) 2.54 �6.06 �6.0 �6.8
T//Ts �4.61 �5.22 �5.47 (�5.63) 1.29 �4.18 �5.6 �6.4
A//Tis �2.05 �2.23 �2.31 (�2.37) �0.03 �2.34 �2.1 �1.5
T//Ais �2.01 �2.18 �2.25 (�2.30) 0.09 �2.16 �2.1 �1.2

[a] See Methods Section for abbreviations; helical twist 368, all geometries are provided in Supporting Infor-
mation. [b] Values of Helgaker et al.[41] (in parentheses the value extrapolated according to Truhlar[42]).
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in the GG step). The individual
interstrand terms are within the
range of �4.8 (G//C term in the
GG step) and +3.1 kcalmol�1

(C//C term in the GC step).
The CCSD(T) corrections are
in the range of �0.1 to
+2.5 kcalmol�1. The differen-
ces between the aDZ and
CBS(T) data vary in the range
of +0.2 to �1.6 kcalmol�1, that
is, the aDZ stacking stabiliza-
tion is in most cases weakly ex-
aggerated. The empirical poten-
tial values are within +1.3 to
�1.1 kcalmol�1 of the CBS(T)
data. The average root mean
square deviation between clas-
sical and CBS(T) data is only
0.5 kcalmol�1, the Pearson correlation coefficient is 0.99,
and the scaling coefficient is 1.00. The largest individual dif-
ferences between QM and classical values are found for T//
T intrastrand stacking and may be partly due to methyl-
group parametrization (see Table 3 and Methods Section).
In summary, despite the complexity of the stacking interac-
tion, it can be well reproduced by empirical force fields. The
van der Waals terms vary from �5.3 to �7.9 and from �0.6
to �3.9 kcalmol�1 for the individual intra- and interstrand
terms, respectively. Thus, they are considerably more uni-
form than the full stacking energies. This reflects the role of
the electrostatic terms in determining sequence-dependent
changes in gas-phase stacking.

Table 4 summarizes, in a compact way, the data from
Table 3. The first three columns list the intrastrand, inter-
strand, and total CBS(T) stacking energies, while the fourth
column gives the decade-old MP2/6-31G*(0.25) (SV) refer-
ence data. The last column shows the total stacking energies
after addition of the four-body correction DE 4 (in parenthe-
ses, aDZ level). There is a substantial degree of mutual
compensation of intra- and interstrand stacking terms. The
weakest intrastrand stacking of �5.2 kcalmol�1 occurs in the
GG step, due to the unfavorable intrastrand electrostatic in-
teraction between the cytosines and guanines, which is com-
pensated for by the most attractive interstrand interaction
of �8.5 kcalmol�1. Entirely opposite distribution is seen for
the GC step, with the most attractive intrastrand interaction
of �21.6 kcalmol�1 and the most repulsive interstrand term
of +5.1 kcalmol�1.

The decade-old SV reference data suggest that the indi-
vidual base-pair steps have, without the many-body term, a
very narrow range of stacking energies varying from �11.2
to �14.1 kcalmol�1. This range is expanded from �13.0 to
�18.4 kcalmol�1 at the CBS(T) level. Thus, the CBS(T)
method reveals a nonnegligible enhancement of stacking
stabilization compared with the SV level and, more impor-
tantly, the individual base-pair steps are no longer isoener-
getic. We consider this to be a significant qualitative differ-

ence between the SV and CBS(T) reference data. It stems
from the cumulation of quantitative differences for the indi-
vidual base–base terms.

The average force-field stacking energy (�15.8 kcalmol�1)
is close to the average CBS(T) value (�14.7 kcalmol�1), but
the spread of values is larger for the CBS(T) method (range
and standard deviation 5.4 and 1.7 kcalmol�1 for CBS(T)
and 2.6 and 1.1 kcalmol�1 for classical evaluation; not
shown). It is then clear that, though the force field is able to
capture reasonably well individual intra- and interstrand in-
teractions, it does not reproduce equally well the sum of
these interactions. Analysis of the individual terms (see
Table 3) shows that many discrepancies between CBS(T)
and classical values arise from T//T stacking. This may re-
flect the difficulties in parameterization of the van der
Waals parameters for the methyl group (see Methods Sec-
tion) and possibly use of ESP charges when the methyl
group comes into close contact with the other monomer.
However, nonnegligible differences are also seen in the
three GC-containing steps. These could, for example, reflect
lack of polarization in the calculation of the MP2 atomic
charges. Without additional extended calculations, however,
it is not possible to pinpoint the exact origin of such moder-
ate discrepancies between the force-field and QM data. For
example, anisotropic short-range repulsion may also lead to
differences between simple force fields assuming spherical
atoms and QM calculations.[75] The absolute force-field
values are in a better agreement with the new reference
QM data (compared with older SV data[19]). The relative dis-
crepancies appear to be modestly larger, in line with the dif-
ferences between the old and new QM reference values.
Comparison with several older studies (published before
1995) on base stacking calculations can be found in Figure 3
of ref. [19]. As the results are very different from those of
modern ab initio calculations, these studies are not discussed
here. Neither semiempirical approaches nor the sandwich
model of stacking with explicit out-of-plane p charges pro-
vides a satisfactory estimate of intrinsic base stacking.

Table 4. Stacking energies in B-DNA base pair steps [kcalmol�1].

CBS(T),
intrastr.[a]

CBS(T),
interstr.[a]

CBS(T) total[a] SV,[b] total Potential, total DEAB//CD (DE4)[c]

GC0/3.25 �21.6 +5.1 �16.6 �14.1 �15.6 �15.8 (+1.2)
CG0/3.19 �15.8 �2.7 �18.4 �13.8 �16.3 �17.3 (+1.1)
GG0/3.36 �5.2 �8.5 �13.7 �11.5 �13.8 �11.2 (+2.2)
GA10/3.15 �13.8 +0.3 �13.6 �12.1 �13.7 �12.9 (+0.7)
AG08/3.19 �13.6 �0.7 �14.3 �12.2 �14.9 �12.5 (+0.8)
TG0/3.19 �10.6 �5.4 �16.0 �12.5 �15.7 �15.1 (+0.9)
GT10/3.15 �10.4 �3.8 �14.2 �12.3 �14.6 �13.4 (+0.8)
AT10/3.26 �13.3 0.0 �13.3 �11.6 �15.6 �13.3 (0.0)
TA08/3.16 �12.1 �0.9 �13.0 �11.2 �14.2 �12.8 (+0.2)
AA0/3.24 �16.1 3.0 �13.1 �12.0 �14.7 �13.1 (0.0)
AA20/3.05 �10.2 �4.5 �14.7 – �15.8 �14.7 (0.0)

[a] Intrastr. and interstr. stand for sum of the two intra- and interstrand stacking terms. Total= intrast.+ in-
trestr., i.e., base-pair-step stacking energy within the pair-additive approximation, without the many-body
term. [b] MP2/6-31G*(0.25) reference[19] without the many-body term, with helical twist 368, propeller twist 08,
and rise 3.36 9. [c] Total stacking energies after adding the four-body term listed in parentheses.
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The four-body term evaluated at the aDZ level matches
almost exactly (within 0.2 kcalmol�1) earlier SV estimates.[19]

The four-body interaction is negligible, except for the GG
step, for which it amounts to +2.2 kcalmol�1 repulsion,
which is 20% of the total stacking energy. After considering
the four-body term, the final range of stacking energies is
widened to �11.2 to �17.3 kcalmol�1. Note that the MP2
method still neglects the nonadditivity of dispersion.[19]

To complete the evaluation, Table 5 lists stacking energies
for optimized gas-phase geometries of ten stacked nucleo-
base dimers, assuming a vertical separation of bases of 3.3
or 3.4 9 and coplanarity of the bases. These reference struc-
tures have no relation to nucleic acids and were obtained by
force field search with rigid MP2-optimized monomers (see
Figure 3 in ref. [26] and Supporting Information). While in
some cases the CBS(T) values are better approximated by
aDZ data, for dimers with large CCSD(T) correction the
SV interaction energies match the CBS(T) data better. The
accuracy is thus not systematically improved when the 6-
31G*(0.25) basis set is replaced by the aug-cc-pVDZ basis
set at the MP2 level.

Vertical separation : Base stacking energy is very sensitive to
any vertical compression or extension of the stacked base-
pair steps.[13] While a pure vertical compression of extended
stacked systems is entirely prevented by the large short-
range repulsion, pure vertical extension would lead to a
major loss of dispersion attraction. Both compression and
extension are associated with large energy gradients, and
therefore vertical distance between stacked base pairs is
always optimized independently of the other structural pa-
rameters.[13] Earlier SV calculations slightly underestimated
the optimal vertical distance between bases (3.25 rather
than 3.35 9) compared to high-resolution crystal structures
and well-calibrated force fields.[26] Therefore, for three base-
pair steps we evaluated a few points with varied vertical dis-
tance. The AA20/3.25 geometry gives �15.45 kcalmol�1 sta-
bilization at the aDZ level, which is changed by �0.65 and
�0.84 kcalmol�1 on vertical compression by 0.1 and 0.2 9,
respectively. The corresponding CBS(T) values are �14.07,
�0.66, and �0.67 kcalmol�1 (for full set of data, see Sup-

porting Information). In the case of GG0/3.46, GG0/3.36,
and GG0/3.26 geometries, the aDZ values are �14.26,
�0.82, and �1.23 kcalmol�1, and the CBS(T) values �12.87,
�0.79, and �1.23 kcalmol�1. Thus, for the AA step the
CBS(T) method leads to slightly larger intermonomer sepa-
ration compared to the aDZ level, while for the GG step
there appears to be no change at all. The respective empiri-
cal potential values are �16.21, �0.33, and �0.06 kcalmol�1

for the AA, and �13.40, �0.29, and +0.07 kcalmol�1 for
the GG step. For AA0/3.44, we obtained �14.19 kcalmol�1

at the aDZ level, which is improved by �0.58 and
�0.70 kcalmol�1 on vertical compression by 0.1 and 0.2 9,
respectively. The corresponding CBS(T) values are �12.57,
�0.53, and �0.55 kcalmol�1, while the force-field values are
�14.74, �0.28, and +0.14 kcalmol�1. The data clearly dem-
onstrate that the force field gives systematically a higher
rise than QM. As indirectly follows from analysis of stacking
energies and vertical separations of base pairs in DNA crys-
tal structures,[13] the currently used AMBER van der Waals
parameters[53] reproduce the vertical base-pair separations in
high-resolution oligonucleotide X-ray structures and the rise
of about 3.36 9 for idealized geometries. Combining both
pieces of data, the QM method underestimates the X-ray
vertical separation of base pairs. The effect is perhaps a
little less apparent for the later AA0/3.44–3.24 set of geome-
tries, but it is primarily due to the T//T base–base term. The
A//A term tends to further compact the step (see Supporting
Information). Three points for each step are not sufficient
to determine the exact optimal rise, but it is clear that the
CBS(T) level still subtly reduces the vertical distance be-
tween base pairs compared to modern force fields and
values derived from oligonucleotide X-ray structures. The
origin of this systematic difference is not clear, and further
studies will be needed to clarify this point. Due to the extra-
ordinary sensitivity of stacking to the vertical distance be-
tween the extended aromatic systems, the difference is not
negligible.[13]

Local conformational variations : Local conformational var-
iations in B-DNA are likely driven by base-stacking forces.
There have been years of effort to derive the rules of se-
quence-dependent local conformational variations in B-
DNA[9–15,20,71–74] but they remain rather elusive, largely be-
cause we are dealing with very subtle and delicate effects.
Although the medium-level QM method and force field pro-
vide excellent qualitative description of base stacking, the
changes seen above when using the CBS(T) method instead
could easily obscure subtle quantitative interplay between
base stacking and the local conformational variations. It is
therefore tempting to apply the CBS(T) method for eventu-
al reassessment of selected stacking geometries related to
local B-DNA conformational variations. Thus, we compared
three geometries (with force field optimal rise) of the CG
step, which is known to be sensitive to minor-groove amino-
group clashes caused by propeller twisting.[9–15,74] These were
structures with a) a propeller twist of 08, b) a propeller twist
of �128 and a base-pair roll of 128, and c) a propeller twist

Table 5. Stacking energies for optimal arrangements of ten stacked nu-
cleobase dimers, gas-phase minima.[a]

aDZ aTZ CBS D(T) CBS(T) SV[b]

A//A �10.5 �11.1 �11.4 2.82 �8.5 �8.8
G//G �13.8 �14.5 �14.8 2.13 �12.7 �11.3
A//C �11.3 �11.9 �12.2 1.98 �10.2 �9.5
G//A �13.2 �13.8 �14.0 2.62 �11.4 �11.2
C//C �10.1 �10.7 �11.0 0.98 �10.0 �8.3
A//U �10.7 �11.3 �11.6 1.81 �9.8 �9.1
G//C �11.1 �11.7 �12.0 1.40 �10.6 �9.3
C//U �10.2 �10.8 �11.1 0.68 �10.4 �8.5
U//U �7.7 �8.3 �8.5 1.04 �7.5 �6.5
G//U �12.4 �13.1 �13.4 1.31 �12.1 �10.6

[a] geometries taken from ref. [26] and listed in Supporting Infomation.
[b] MP2/6-31G* (0.25) energies.[26]
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of �128 and a cup of 288 (see Methods Section and refs. [14]
and [74]). Both roll and cup belong to common maneuvers
that eliminate amino-group clashing in the minor groove.
Structure a) has an aDZ energy of �18.97, which changes
by +1.37 and +2.25 kcalmol�1 for structures b) and c), re-
spectively. These values are �18.43, �0.53, and +2.38 kcal -
mol�1 at the CBS(T) level and �16.19, �0.32 and
+0.1 kcalmol�1 for the force field. Thus, the relative stabili-
ties of the three distinct configurations of the CG step are
quite sensitive to the level of calculation. These preliminary
values indicate that an accurate analysis of the relation be-
tween local conformational variations of B-DNA and the
stacking energies may require calculations at a high QM
level, while some subtle variations of stacking energies asso-
ciated with local conformational variations may be not well
captured by empirical force fields. We plan to address this
issue in future, since considerably more points on the poten-
tial energy surface (better sampling) will be needed for fur-
ther insights, especially with regard to adjustment of vertical
separation.

Solvation effects : The gas-phase calculations reflect stacking
stabilization in the absence of any other contributions. In
the following, we present continuum solvent estimates of
solvation effects for the same stacking arrangements. Al-
though such calculations on single geometries cannot be, for
a variety of reasons, directly compared with thermodynam-
ics of stacking in nucleic acids or in solution, they give in-
sights into the interplay between intrinsic stacking and sol-
vation effects for DNA-like arrangement of nucleobases.
Note that theoretical assessment of thermodynamic parame-
ters for stacking in water was attempted, for example, by
Florian et al., based on MP2/6-31G*(0.25) calculations of
gas-phase interaction energy and the Langevin dipole sol-
vent model.[21a] Such calculations, however, require more
thorough searches over the potential energy surface and are
based on a number of approximations, which include cali-
bration with experimental data.[21a] Such analysis is beyond
the scope of our study.

Let us first consider the stacked base–base arrangements
analyzed in Table 5. When two fully solvated nucleobases
stack, a major loss of solvation leads to positive values of
the differential solvation free energy. In water the loss of
solvation ranges from 3.0 to 7.0 kcalmol�1 (MST/B3LYP/6-
31G(d) level). It is reduced to 1–3 kcalmol�1 in CCl4 (see
Table 6). Not surprisingly, stacking of guanines and cyto-
sines, which are the most polar bases (free energies of dehy-
dration for the single nucleobases of 22–27 kcalmol�1), im-
plies a larger desolvation cost than for stacking of adenine
and uracil (free energies of dehydration for the free nucleo-
bases of 16–17 kcalmol�1). Due to the neglect of entropic ef-
fects, values in Tables 5 and 6 cannot be directly summed to
determine the stability of stacked bases in condensed phase.
However, the results show that the absolute values of the in-
trinsic stacking energies are only slightly larger than the de-
hydration terms.[21] In general, dimers having the best intrin-
sic stacking energies are more disfavored by solvation

(stacking energies in Table 5 and changes in solvation free
energies in Table 6 are anticorrelated with PearsonVs correla-
tion coefficients around 0.8). Nevertheless, there are dimers
with good intrinsic stacking and rather small desolvation
term such as G//A, and others like C//C with moderate in-
trinsic stacking and quite large desolvation penalty. The G//
A stack obviously has a large van der Waals overlap of
bases, while the C//C stack has better electrostatic attrac-
tion. The smallest desolvation penalty is predicted for the
adenine dimer, which reflects the known ability of adenines
to self-associate in water. While the range of gas-phase
stacking energies in Table 5 is �7.5 to �12.7 kcalmol�1,
adding the solvation terms (water) results in a reduced
energy range of �3.8 to �6.0 kcalmol�1 for the set of
stacked geometries studied.

When two base pairs are H-bonded, the dimer is much
less solvated than the individual bases. The desolvation cost
associated with stacking of two H-bonded base pairs is thus
reduced. This feature, in conjunction with the different ar-
rangement of bases in optimum dimers (Table 5) and in B-
DNA-like stacked base-pair steps (Tables 3 and 4), explains
why desolvation values in Table 7 are much smaller than the
sum of the corresponding base-stacking desolvation ener-
gies. Solvent effects associated with the stacking of base
pairs range from 1.4–9.8 (water) to 0.5–3.3 kcalmol�1 (CCl4),
without significant differences between HF/6-31G(d) and
B3LYP/6-31G(d) MST estimates. For comparison, intrinsic
stacking energies in Table 4 are in the range �13 to
�17 kcalmol�1.

There is no clear relationship between the type of stacked
base pairs and the free energy of desolvation. There is a
rough relationship between the intrinsic interaction energies
(Table 4) and the free energies of desolvation (Table 7).
Larger values of intrinsic stacking energies correlate (r=
0.86 for water) with larger desolvation costs. This finding
can be explained by considering that dipole annihilation and
burial of polar patches, which is one of the mechanisms for
stabilization of stacking in the gas phase, reduces the ability
of the solvent to interact with the stacked base pairs. For
the GG, GC, and CG steps, the water solvation term almost

Table 6. Solvation contributions to nucleobase stacking [kcalmol�1]. Ge-
ometries are optimal for gas-phase dimers (see Table 5 and Supporting
Infomation). A positive value means that solvent disfavors the stacked
complex. Roman values: HF/6-31G(d) data, italic values: B3LYP/6-
31G(d) data.

DDGsol

(water)
DDGsol

(CHCl3)
DDGsol

(octanol)
DDGsol

(CCl4)

A//A 3.5/3.0 1.8/1.7 2.6/2.3 0.9/0.8
G//G 8.1/6.7 4.3/3.7 6.0/5.1 2.4/1.9
A//C 5.9/4.7 3.4/3.1 4.6/3.7 1.8/1.4
G//A 6.0/4.9 3.2/3.1 4.5/3.8 1.6/1.2
C//C 8.0/6.0 4.7/3.5 6.1/4.6 2.5/1.9
A//U 5.4/4.4 2.9/2.2 4.0/3.3 1.5/1.2
G//C 8.2/6.8 5.0/4.1 6.4/5.4 2.8/2.1
C//U 7.9/5.9 4.5/3.1 5.9/4.6 2.4/1.9
U//U 4.9/3.7 2.7/1.3 3.7/2.9 1.5/1.2
G//U 8.8/7.0 5.0/3.7 6.5/5.3 2.7/2.0
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exactly cancels the variations in gas-phase stacking energy
and makes these steps isoenergetic (within 1 kcalmol�1). In
B-DNA, however, the stacked base pairs are only partially
hydrated. Thus, it is fair to assume that solvent compensa-
tion of the intrinsic stacking terms in B-DNA is smaller than
in our calculations. In agreement with this qualitative con-
sideration, experiments reveal the following nearest-neigh-
bor stacking enthalpies in B-DNA: CG �10.6, GC �9.8,
and GG �8.0 kcalmol�1.[3] This stability order matches the
gas-phase data but with reduced slope, as expected. When
considering nearest-neighbor free energies, the stability
order of GC and CG steps is interchanged.[3] This may re-
flect the large internal flexibility of the pyrimidine–purine
CG step, which was not included in our calculations). Near-
est-neighbor enthalpies also suggest that three AT-contain-
ing steps are mutually isoenergetic, similar to the four
mixed CG+AT steps. This is also in a qualitative agreement
with the gas-phase trends, and suggests that the intrinsic gas-
phase stacking energies are at least partially reflected in
nearest-neighbor stacking enthalpies. We wish to underline,
however, that the comparison must be made with caution.
The outcome of the experiments is affected by a number of
contributions (besides base–base intrinsic energies), so the
agreement could still be coincidental. It is not possible to di-
rectly compare steps with different composition of bases,
since the experimental data do not separate stacking and
base-pairing thermodynamic contributions.[3]

Conclusion

Base-stacking energies in ten unique B-DNA base-pair steps
and some other stacking arrangements were evaluated by
the second-order Møller–Plesset (MP2) method and com-
plete basis set (CBS) extrapolation with aug-cc-pVDZ and
aug-cc-pVTZ basis sets of atomic orbitals. Corrections for
triple electron correlation contributions by means of the
CCSD(T) method were done with the 6-31G*(0.25) basis set
to give final stacking energy values denoted CBS(T). The B-
DNA stacking geometries were considered with helical twist

of 368, optimized propeller twist, and optimized rise, based
on preliminary empirical potential search. Thus, all calcula-
tions in this study are based on single-point calculations on
selected geometries without applying the QM gradient opti-
mization. Note that QM gradient optimization is not suita-
ble for calculations of base stacking for a variety of reasons.
These include the large basis set superposition error, which
is not corrected by standard gradient techniques and which
would vertically compress the stacked system. Gradient op-
timization would also lead to undesirable out-of-plane defor-
mations of the rings and exocyclic groups of bases (this may
be relevant to the gas phase but certainly not to DNA), and
most likely the optimized geometries would slide far away
from the B-DNA stacking arrangements.

The individual intrastrand stacking contributions are in
the range of �10.8 to �1.6 kcalmol�1, while the individual
interstrand terms lie between �4.8 and +3.1 kcalmol�1. The
CCSD(T) corrections are in the range of �0.1 to
+2.5 kcalmol�1. There is a substantial degree of mutual
compensation of intra- and interstrand stacking terms in the
individual base-pair steps, which is most significant in the
three steps consisting of two GC base pairs. In most steps
the four-body interaction is negligible. An exception is the
GG step, in which the four-body term is +2.2 kcalmol�1

and thus amounts to 20% of the total stacking energy. After
considering the four-body term, the final range of stacking
energies in the ten B-DNA steps is �11.2 to �17.3 kcal
mol�1 (Table 5).

The CBS(T) calculations were compared with decade-old
MP2/6-31G*(0.25) reference data and simple (AMBER)
force field utilizing MP2-level ESP atom-centered point
charges. The new reference calculations show modest in-
crease of stacking stabilization and, surprisingly, substantial-
ly larger sequence-dependent variability of stacking energies
compared to the MP2/6-31G*(0.25) data. The absolute
force-field values are in better agreement with the new ref-
erence QM data, while the relative discrepancies between
the force field and QM are modestly enlarged. Considering
the obvious simplicity of the force field, its description of
base stacking is surprisingly good. Better descriptions of
base stacking should be achieved in future by polarizable
force fields, while we do not see reasons to introduce more
complicated electrostatic terms, such as distributed multi-
poles or out-of-plane charge distributions.[75]

The calculations indicate rather surprising systematic dif-
ference of ca 0.1 9 between the vertical separation of the
base pairs predicted by quantum chemistry and derived
from crystal structures. The force field reproduces the X-ray
vertical dimensions of stacked base pair steps. This means
that the optimal QM vertical base-pair distance is 3.25 9
rather than 3.35 9. This difference was noticed in preceding
MP2/6-31G*(0.25) calculations and is not mitigated when
the level of theory is raised to CBS(T). The origin of this
difference is not clear at this moment and deserves further
studies, since the base stacking energy is very sensitive to
any deviation of the vertical separation between the base
pairs from its optimal value. It may be caused by a number

Table 7. Solvation contributions to base pair stacking [kcalmol�1]. Geo-
metries are those in Tables 3 and 4. Positive sign means that solvent dis-
favors stacking. Values in roman type: HF/6-31G(d) data, data in italics:
B3LYP/6-31G(d) data.

DDGsol

(water)
DDGsol

(octanol)
DDGsol

(CHCl3)
DDGsol

(CCl4)

GC 0/3.25 5.3/5.5 4.1/3.9 3.3/3.1 1.7/1.7
CG 0/3.19 9.8/8.1 7.5/6.4 5.6/4.7 3.3/2.5
GG 0/3.36 2.0/1.8 1.8/1.8 1.1/1.1 0.6/0.5
GA 10/3.15 3.3/2.7 2.5/2.4 1.7/1.6 0.9/0.9
AG 08/3.19 3.5/2.7 2.5/2.8 1.8/1.7 1.0/0.7
TG 0/3.19 7.1/5.9 5.4/4.6 3.7/2.9 1.9/1.4
GT 10/3.15 3.9/3.2 3.0/2.8 2.2/2.1 1.2/1.1
AT 10/3.26 2.2/1.4 1.3/1.0 0.9/0.7 0.5/0.5
TA 08/3.16 4.7/3.6 3.5/3.0 2.2/1.8 0.9/0.5
AA 0/3.24 4.2/3.2 2.6/2.5 1.7/1.5 0.8/0.7
AA 20/3.05 4.2/3.2 2.3/2.1 1.5/1.3 0.7/0.6
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of factors, which include solvent effects, temperature averag-
ing (QM data reflect interaction at 0 K), and a modest in-
completeness of the QM approach, mainly regarding the
higher order electron contributions.

Evaluation of three different local arrangements of the
CG B-DNA step indicates sensitivity of the results to the
level of calculations. Thus, finding subtle quantitative rela-
tions between local B-DNA geometrical variations and
stacking may be more complicated than usually assumed,
and may be beyond the accuracy of simple force fields.
Therefore, extended CBS(T) calculations will be needed in
future to better understand this issue.

The reference calculations were complemented by contin-
uum solvent assessment of solvent-screening effects on
stacking stabilization. Comparison with experimental near-
est-neighbor DNA stacking enthalpies indicates that part of
the gas-phase order of stacking stability is well reflected by
the experimental enthalpies.

The present work provides the thus-far most physically
complete analysis of the nature and magnitude of intrinsic
base-stacking forces in B-DNA, which can be used, for ex-
ample, as reference values for verification and parameteriza-
tion of other computational methods and analysis of experi-
mental data.
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